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a b s t r a c t 

Researchers have employed hyperscanning, a technique used to simultaneously record neural activity 

from multiple participants, in real-world collaborations. However, to the best of our knowledge, there 

is no study that has used hyperscanning in Virtual Reality (VR). The aims of this study were; firstly, to 

replicate results of inter-brain synchrony reported in existing literature for a real world task and secondly, 

to explore whether the inter-brain synchrony could be elicited in a Virtual Environment (VE). This paper 

reports on three pilot-studies in two different settings (real-world and VR). Paired participants performed 

two sessions of a finger-pointing exercise separated by a finger-tracking exercise during which their neu- 

ral activity was simultaneously recorded by electroencephalography (EEG) hardware. By using Phase Lock- 

ing Value (PLV) analysis, VR was found to induce similar inter-brain synchrony as seen in the real-world. 

Further, it was observed that the finger-pointing exercise shared the same neurally activated area in both 

the real-world and VR. Based on these results, we infer that VR can be used to enhance inter-brain syn- 

chrony in collaborative tasks carried out in a VE. In particular, we have been able to demonstrate that 

changing visual perspective in VR is capable of eliciting inter-brain synchrony. This demonstrates that VR 

could be an exciting platform to explore the phenomena of inter-brain synchrony further and provide a 

deeper understanding of the neuroscience of human communication. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

Social interaction is an innate need of humans, and collabo- 

ation forms an integral part of this interaction. People cannot 

omplete many essential tasks in life, such as work and learning, 

ithout collaboration and communicating with each other. The 

echanisms of communication have been studied for a long time, 

nd researchers have begun to explore the neuroscience of col- 

aboration. For example, recent studies have observed synchrony 

etween the brain activity of people undertaking real world col- 

aborative tasks [1,2] . These are some of the first studies to shed 

ight on the neural underpinnings of collaboration by providing 

mpirical results of inter-brain synchrony among collaborators. 
∗ Corresponding author. 
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In our research we are interested in measuring the brain ac- 

ivity of people collaborating in Virtual Reality (VR). We believe 

his study will help us understand inter-personal communication, 

nd as a result collaboration in VR, from a neuroscience perspec- 

ive. Remote collaboration in a virtual environment (VE) has been 

he subject of research for close to three decades [3] . Research 

as demonstrated that VEs are capable of facilitating remote col- 

aboration by immersing users in a life-like environment. VEs can 

e designed to mimic nearly every possible collaborative scenario 

hat exists in the real-world. Additionally, the ability to alter visual 

erspectives in VEs makes them an ideal platform that can facil- 

tate effective remote collaboration [4] . Researchers have studied 

everal aspects of collaboration in remote environments and how 

hey benefit the users. An exhaustive list of interaction techniques 

ave been investigated in order to understand how interactions in 

Es, with other participants and the environment, work. The focus 

f this paper is to delve into the inter-personal interactions that 

haracterise collaboration in VEs. This has been dealt with, to some 

https://doi.org/10.1016/j.cag.2020.10.003
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cag
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cag.2020.10.003&domain=pdf
mailto:igum002@aucklanduni.ac.nz
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egree, by researchers who have studied the effects of gaze [5–7] , 

vatars [5,6,8] and other manifestations of bodily interactions both 

mplicit and explicit in VEs [9] . Despite this, there is a lack of clear

nderstanding regarding the underlying neural mechanisms that 

nderpin these interactions and/or behaviours. While this has been 

ddressed to some extent in the real-world, there appear to be no 

orollaries in VEs. Therefore, there is a need to explore the neural 

orrelates of inter-personal interaction in VEs in order to better un- 

erstand how brains behave in such an environment. This will help 

evelop methods that can be used to engage two or more brains 

nd potentially induce synchrony between them as a means to en- 

ance the experience of collaboration by inducing a state of ‘flow’. 

To the best of our knowledge, this is the first paper to 

nvestigate inter-brain synchrony between people undertaking col- 

aborative tasks in a VE. We conduct our research using hyperscan- 

ing, which is a technique that is used to simultaneously record 

rain activity from two or more participants [1] and is being in- 

reasingly used to study social interaction among people. Previous 

yperscanning studies have shown that brain activities can be syn- 

hronized among people engaged in real world cooperative tasks 

uch as card playing [10] , computer games [2] , movement imita- 

ion [11,12] , and simulator based training exercises [13,14] . Higher 

evels of inter-brain synchrony can increase collaborative perfor- 

ance and provide a greater sense of connection between collab- 

rators [11] . These types of studies are important in being able to 

nderstand how inter-personal interactions work. It must be noted 

hat these inter-personal interactions can be of an implicit or 

xplicit nature. Either way, they play an important role in commu- 

ication between two individuals, and are able to provide us with 

 significant amount of information on how they are used and 

ffect inter-personal interactions. What the studies cited earlier 

ring into focus are the neural mechanisms that underpin these 

nteractions. Knowing how and what the brain reacts to in col- 

aborative scenarios is important in being able to design a virtual 

ollaborative system capable of exploiting its perceptual capabili- 

ies to create an immersive and engaging collaborative VE. To that 

nd, this paper explores inter-brain synchrony between two par- 

icipants in a collaborative VE using the hyperscanning technique. 

As a result, this paper makes three important contributions. 

irstly, it is the first research that reports on inter-brain synchrony 

etween two people for a collaborative task in VR. Secondly, it 

ompares synchrony between two brains when undertaking the 

ame task in the real-world and VR environments. Thirdly, it ex- 

lores how different viewing perspectives in VR affect inter-brain 

ynchrony. Finally, the research results obtained by us can be used 

o begin the process of collating data that can inform the design of 

ollaborative VEs to enable better experiences of collaboration. 

. Background – state of the art 

.1. Brain Computer Interfaces 

Monitoring neural activity is used primarily for Brain Computer 

nterfaces (BCI). BCIs mediate interactions between a user and a 

omputing system by monitoring and ‘decoding’ neural activity 

15] . While BCIs are not the focus of this paper, it is important to

ote their role in an increasingly multi-disciplinary research area 

f Human-Computer Interaction (HCI). In VEs, BCIs have been used 

s control devices. For example, Scherer et al. have demonstrated 

he use of BCI to control a robot in a VE [16] . EEG hardware

s also used to monitor neural activity in response to VR. Some 

esearchers have demonstrated how EEG hardware can be used 

o measure cognitive load in a VR application [17,18] . The study 

y Dey et al. demonstrated how measuring cognitive load using 

EG can be used to dynamically adjust the complexity of a VR 
63 
raining task [17] . This clearly indicates that it is possible to use 

EG hardware to measure neural activity in VR. 

.2. Hyperscanning 

Beginning with functional Magnetic Resonance Imaging (fMRI) 

1,19–22] , hyperscanning studies cover the entire spectrum 

f equipment used for recording neural activity from EEG 

10–12,23,24] to fNIRS (functional-Near Infrared Spectroscopy) 

25,26] . An important factor that has played a part in EEG being 

idely adopted for such hyperscanning studies is its high temporal 

esolution [27] . 

The number of hyperscanning studies have increased owing to 

he growing availability of low cost, high quality EEG hardware and 

oftware tools. In recent years, EEG hardware has evolved from an 

nwieldy, wired and hard-to-setup piece of equipment to a wire- 

ess and easy-to-use tool. Modern day EEG headsets enable re- 

earchers to carry out studies in more real-world environments 

nd even allow for ambulatory studies to be carried out. 

A common thread that links all hyperscanning studies is that 

hey were mostly carried out in a traditional lab setting [11,19] or 

ere set-up to mimic a real world scenario [10,13] . Some stud- 

es attempted to investigate the effect of face-to-face interactions 

etween participants using a variety of different tasks, including 

nger pointing and/or tracking exercises [11] , music performance 

24] and economic exchange [26] . The finger tracking task is es- 

ecially popular among researchers because gesture is thought to 

epresent the most basic form of social interaction, besides eye 

aze [11] . Finger tracking allows us to look at synchrony from a 

eural as well as physical perspective, i.e. physical manifestation 

f inter-brain synchrony by means of identical or mirrored body 

ovements among participant pairs. 

Hyperscanning has been used to explore collaborations in the 

eal world, but there has been little or no work that looks at hy- 

erscanning in VR. Given the lack of research in this area, we at- 

empt to bridge this gap by studying how VR and neural activity 

easurements can be combined to enhance collaboration in VR. 

ur study attempts to gather information on how monitoring neu- 

al activity in VR can also help promote inter-brain synchrony in 

Es. 

.3. EEG and VR 

EEG and VR have been used in tandem for the last two decades. 

he EEG hardware and its associated software components have 

rimarily been used as BCIs to mediate interactions in the VE for a 

ange of applications. VR has also served as a medium for display- 

ng real-world like visual stimuli in order to measure humanistic 

raits such as attention [28,29] , emotion [30,31] , and imagination 

32,33] from a neuroscience perspective. 

The use of BCIs and VEs has also played a significant role in 

hysical and mental healthcare. For example, research has demon- 

trated that children with Attention Deficit Hyperactivity Disorder 

ADHD) responded better to treatment using a BCI in a VE ver- 

us the real-world [28] . The BCI and a VE have also been used as

raining aids to help those with lower limb paralysis navigate a 

heelchair using motor imagery (MI) [34] . Patients were taught to 

ngage certain areas of their brain in order to enable movement of 

he wheelchair. This was done in a gradual and safe manner using 

 VE. 

However, in addition to the use EEG devices as BCIs in VEs, 

hey have also been used study the neural correlates of perception 

n VE. For example, Kober et al. [35] have demonstrated the rela- 

ionship between the different cortical regions in the perception of 

patial presence. They have also demonstrated the activation of the 

ifferent bands based on the quality of spatial presence afforded by 
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Fig. 1. Electrode locations (10–20 international system) [48] . The electrode loca- 

tions highlighted in red and blue were used for the study. (For interpretation of the 

references to color in this figure legend, the reader is referred to the web version 

of this article.) 

u

s

p

t

c

fi

r

n

3

c

t  

i

w

t

w

a

e

T

c

s

T

u

1

w

m

w  

H

p

2

h

T

t

2 https://www.ni.com/en-nz/shop/labview.html . 
he systems that were used in their study. Other researchers have 

sed similar environments to assess the neural correlates of spatial 

resence in arousing and non-interactive VEs [36] and spatial nav- 

gation abilities in VR [37] . Other interesting uses of VR and EEG 

nclude the study of the effects of olfactory interfaces in combina- 

ion with VR to promote relaxation [38] , neural correlates of error 

etection in human beings [39] and the study language processing 

n naturalistic environments [40] . 

In addition to the applications described above, VEs and EEG 

ave also been used to provide the sense of embodiment and 

wnership of virtual limbs [41] , avatars [42] and robots [43,44] . 

nother interesting aspect of VEs is the ability to change the 

ser’s visual perspective, i.e. providing the user(s) with a visual 

erspective that differs from their own [45] . This altered visual 

erspective could be a first-person perspective of another user 

n the VE or a ‘God-view’ like third-person perspective, among 

thers [45] . Research has demonstrated that the ownership of 

he body and embodiment are significantly affected by the visual 

erspective [46] . A part of the studies detailed in this paper aims 

o investigate whether this phenomenon can be exploited to elicit 

nter-brain synchrony between two participants in a VE. 

.4. Objectives of research 

The aim of this research is to explore if the phenomenon of 

nter-brain synchrony can also be observed in VR. In this context, 

his research attempts to investigate the following questions: 

1. Can existing results from a real-world hyperscanning study be 

replicated in a reliable manner? 

2. Can those same activities in VR induce similar inter-brain syn- 

chrony as observed in the real-world? 

3. Does a change in visual perspective affect inter-brain syn- 

chrony? 

We hypothesize that we may observe inter-brain synchrony in 

R that is similar to that observed in the real-world for the same 

ollaborative tasks, e.g., finger pointing and tracking tasks that 

ave been shown to elicit inter-brain synchrony in the real-world 

11] . 

. Method 

.1. Participants 

Twenty-four participants (19 Male, 5 Female) who did not know 

ach other were recruited for this study. Participants were divided 

nto pairs for all three conditions of the study. The participant pair- 

ng was changed for each condition to ensure that none of the par- 

icipants developed familiarity with each other. The study was ap- 

roved by the Human Participants Ethics Committee of the host 

nstitute. All participants signed a consent form after having been 

riefed about the experiment and given time to clarify any doubts. 

ll participants were given a $20 gift voucher as compensation for 

aking part in the study. 

.2. Equipment 

.2.1. Electroencephalography (EEG) 

Two g.GAMMAsys 1 active electrode systems along with EEG 

aps were used. Sixteen electrodes were put on each subject in ac- 

ordance with the international 10–20 system electrode placement 

47] . The electrode locations used were FP1, FP2, F7, F8, F3, F4, FZ, 

7, T8, C3, C4, CZ, P3, P4, O1 and O2 as shown in Fig. 1 . 
1 https://www.gtec.at/product/ggammasys/ . 

64 
For each set of electrodes, a corresponding g.GAMMAbox was 

sed as a power source. A g.USBamp was used to amplify the 

ignal and a g.RECORDER was used to record data. Markers were 

laced in correspondence with the vocal commands using the Na- 

ional Instruments (NI) Labview software 2 . The channel data was 

leaned with a band-pass filter between 0.5 and 60 Hz, and a notch 

lter at 50 Hz to reduce electrical interference. A 512 Hz sampling 

ate was used to record the data. Each set of electrodes were con- 

ected to a dedicated computer system for data capture. 

.2.2. Virtual Reality (VR) 

The VR study was conducted in a shared VE where two subjects 

ould see each other represented as virtual avatars that mimicked 

heir hand motion (see Fig. 3 ). The VE for the study was built us-

ng the Unity Game Engine 3 (Version 2019.1.1) and the C# language 

as used to implement Inverse Kinematics (IK) for animating vir- 

ual avatars, VR control (SteamVR 

4 ) and to network the VE for use 

ith two VR headsets in a host-client setup. 

The VE was networked using the Mirror library 5 . This enabled 

 host-server setup where one of the machines could host the VR 

nvironment and simultaneously act as a client for the experiment. 

o minimize the applications bandwidth, and delay between the 

lients, only data about the IK targets and head orientation was 

ent between clients instead of every joint in the player model. 

his allowed player movement to be updated on the client-side 

sing the local IK solver. The position update interval was set to 

/10,0 0 0 of a second to minimize network latency. 

The two machines running the VR environment were net- 

orked over an Ethernet connection. Network latency between 

achines revealed by a ping test was less than 1ms. Both machines 

ere able to run the VE at the maximum refresh rate of 90 Hz. An

TC Vive and a Samsung Odyssey were used as HMDs for the VR 

ortion of the study. The HTC Vive has a combined resolution of 

160 × 1200 (1080 × 1200 per eye) while the Samsung Odyssey 

as a combined resolution of 2880 × 1600 (1440 × 1600 per eye). 

hese headsets were chosen to maintain positional accuracy and 

he visual quality of the VE. 
3 https://unity.com/ . 
4 https://www.steamvr.com/en/ . 
5 https://github.com/vis2k/Mirror . 

https://www.gtec.at/product/ggammasys/
https://www.ni.com/en-nz/shop/labview.html
https://unity.com/
https://www.steamvr.com/en/
https://github.com/vis2k/Mirror
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Fig. 2. Experimental setup: real world condition. 
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Fig. 3. The face-to-face condition in VR. 

Fig. 4. The experimental setup: VR conditions (VR-FtF and VR-FPP). 

Fig. 5. FPP of the two participants hands during a finger tracking exercise. The 

translucent hand belongs to the person from whose perspective the scene is be- 

ing viewed. 
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.3. Procedure 

We conducted a series of studies under three different scenar- 

os to test our hypotheses. This involved asking the participants to 

erform the same finger pointing and finger tracking tasks in both 

eal-world and VR environments. The tasks in the real-world and 

R were divided as follows: 

1. Real-world (RW): Face-to-face finger pointing and tracking task 

(scenario 1). 

2. VR: Face-to-face (FtF) finger pointing and finger tracking task 

(scenario 2). 

3. VR: First person perspective (FPP) finger pointing and finger 

tracking task (scenario 3). 

These scenarios were not counterbalanced during the experi- 

ent. All participants performed the tasks in the sequence listed 

bove. Given the short duration of the task we felt participants 

ould not exhibit any learning effects between the two environ- 

ents. Exposure to the environments was spaced at least one 

eek apart, further ensuring that any residual effects of inter-brain 

ynchrony or learning were minimal. Additionally, changing pairs 

s described earlier for the real-world and VR portions of the study 

ould, in our opinion, help counter any potential ill-effects of not 

ounterbalancing the scenarios. Neural activity for all three sce- 

arios of the experiment was recorded using the EEG system de- 

cribed in Section 3.2.1 . Each of these experimental scenarios was 

onducted approximately a week apart from each other with dif- 

erent pairs of participants. This was done to negate any effect of 

nter-brain synchrony that may have been induced by the studies 

nd retained for a short period [49] . It also helped to preserve the

egitimacy of the experiment by helping negate the effect of differ- 

nt study scenarios on each other [50] . 

The experimental setup of the real-world (RW) scenario is 

hown in Fig. 2 . Participants sat opposite to each other, facing one 

nother. They sat far enough so that their extended index fingers 

early touched each other when their hands were outstretched. 

For the VR portion of the experiment, we created a virtual 

nvironment that was modeled on the room in which the real- 

orld part of the study was conducted ( Fig. 3 ). Participants were 

epresented by generic, gender-neutral avatars designed using 

akeHuman [51] and edited using Blender [52] . The avatars cre- 

ted the illusion of sitting across from one another in the virtual 

nvironment even though participants did not necessarily adopt 

he same seating positions as they did for the real-world part of 

he study ( Fig. 4 ). In the face-to-face (FtF) condition within the 

irtual environment, participants saw each other as they would in 

he real-world (RW) condition ( Fig. 3 ). 
65 
In the case of First person perspective (FPP) scenario in VR, 

articipants saw their own hand as they did in the FtF scenario 

ith the exception that the other participants hand appeared as a 

ranslucent overlay ( Fig. 5 ). In this case, both participants used the 

ame hand for the finger pointing and finger tracking task of the 

tudy. 

Finger pointing and tracking was achieved in VR using the con- 

rollers of the respective HMDs. The head of the avatar followed 

he orientation of the VR headset. Unitys IK solver was imple- 

ented on the arms to emulate arm motion. A model of a hand 

as used to provide participants with a sense of embodiment in 

R ( Fig. 5 ). 

Each of the scenario followed a simple three step process 

hich involved (1) a pre-training finger pointing exercise, (2) a 

raining or finger tracking exercise and (3) a post-training finger 

ointing exercise. All of these sessions of each scenario were 

nitiated by verbal commands given by the experimenter. Each 

f the verbal commands was also logged using a marker in the 
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Fig. 6. Pre-training finger pointing task divided into two sessions [11] . 

Fig. 7. Training session – finger tracking task. Both participants play the role of a 

leader and a follower [11] . 
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ecording software. Each of these sessions is explained in detail in 

he following section. All of the sessions mentioned here were run 

nce each for every hand per participant. 

.3.1. Session 1 pre-training 

For this session, participants were required to perform a simple 

nger pointing exercise. This session was split into two parts one 

or each arm of the two participants. Prior to starting this session, 

articipants were asked to sit facing each other and stretch one of 

heir arms out with the index finger pointing out. Each participant 

aised the opposite arm so as to form a mirror image ( Fig. 6 ). In

ther words, if participant 1 raised the right arm, then participant 

 raised the left arm. 

When the session started, participants were asked to look at the 

nger tip of the person sitting opposite to them. They were asked 

o keep the tips of their fingers as steady as possible and level with

ach other while continuing to look at each others finger tips. After 

 minute, the participants changed their hands and repeated the 

ame process with the opposite hand for another minute. 

.3.2. Session 2 training 

In the training session, participants were asked to perform a 

imple finger tracking exercise. This involved following the finger 

ip of the person designated as the leader, as closely as possible 

 Fig. 7 ). The training was repeated, similar to session one, with 

oth arms in addition to switching the leader–follower roles be- 

ween the participants. The roles and the arms to be used for each 

art of this session were verbally communicated to the partici- 

ants by the researcher. A random order of leader–follower and 

rms assignments was followed. Finger tracking lasted one minute 

or each hand. The rationale behind carrying out this exercise was 

o promote some form of social interaction based on the premise 
66 
hat social interaction promotes the onset of inter-brain synchrony 

s mentioned by Yun et al. [11] . 

.3.3. Session 3 post-training 

The post-training task was the same task performed in pre- 

raining session of the study. Participants were required to keep 

heir finger as steady as possible while continuing to look at the 

ther participants finger tip for one minute, then repeating the 

rocess with the other hand for another minute. 

The entire study, excluding an approximate setup period of 

0 min, took close to 10 min. Another 10 min was set aside to 

rovide a detailed explanation of the tasks and to obtain informed 

onsent from the participants. Each of the sessions described be- 

ore were designed to replicate social interaction at a very low 

evel, as described in [11] . 

. Analysis and results 

.1. Pre-processing of EEG data 

The study used EEGLAB (version 14) [53] and MATLAB software 

R2018b) for analysis of the EEG data. Prior to carrying out the two 

nalysis methods detailed later in this section, the raw EEG data 

as pre-processed and filtered using two separate methods. The 

rst method used an automated pre-processing pipeline proposed 

y Makoto [54] (Pipeline 1), while the second method used the 

pproach proposed in [55] (Pipeline 2) and openly available at 

56] . The automated pipeline proposed by Sareen et al. [55] fil- 

ered the raw EEG data using a 0.5-60 Hz band-pass filter. The 

lectrical line noise of 50 Hz that contaminated the EEG signals 

as also eliminated using a notch filter. The pipeline further re- 

ected the artefacts linked to aberrant muscle activity, eye activity 

nd channel noise via independent component analysis (ICA). 

or this, it computed the spatial and temporal features linked to 

ach artefact, for all the components. The components, for which 

he features’ values exceeded the permissible threshold, were 

dentified as the artifact components. To prevent data loss, only 

he worst two of the identified components were rejected, and 

he remaining components were used to reconstruct the cleaned 

EG signals that were noise and artefact-free. This pre-processing 

ipeline has been earlier used by Sareen et al. [57] . 

Two types of analyses were carried out on the EEG data to 

nderstand the neural activity recorded within the signals. These 

onsisted of: a) using EEG source localization techniques to iden- 

ify neural activation for the activities of interest (finger pointing) 

nd b) network connectivity measures to identify the number of 

onnections and the areas of brain that displayed synchrony. The 

rst analysis method used data obtained from Pipeline 1, while the 

econd utilised data from Pipeline 2. 

The following sub-sections present the details of the analysis 

echniques, followed by the results and a brief discussion. 

.2. Phase Locking Value (PLV) analysis 

The Phase Locking Value (PLV) [58] is used to measure 

nter-brain synchrony by detecting the rhythmicity between the 

ecorded EEG signals of two brains. This is a standard technique 

or analyzing the instantaneous phase of two signals in EEG hyper- 

canning studies. 

The instantaneous phase value of the signal was extracted from 

he filtered and pre-processed EEG data using the Hilbert trans- 

orm. This phase information was used as a measure of neural syn- 

hrony to compute the time varying phase locking values, PLV, as 

riginally proposed by Lachaux et al. [58] and was estimated as 

 LV i j = 

∣∣∣ 1 

N 

∑ 

e (φi −φ j ) 

∣∣∣, (1) 
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Fig. 8. Broadmann Areas (BAs) and their associated cognitive functions; source of 

image: [61] . 
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Table 1 

16 cortical ROIs. 

Scalp electrodes ROI MNI coordinates Broadmann areas 

X Y Z 

FP1 −25 65 −5 10, 11 

FP2 25 65 −5 10, 11 

F7 −50 40 −10 45, 47 

F8 50 40 −10 45, 47 

F3 −45 40 30 9, 46 

F4 45 40 30 9, 46 

Fz 5 45 50 6, 8 

T8 70 −20 −10 21, 22 

T7 −65 −15 −15 21, 22 

C4 55 −20 55 3, 4 

C3 −50 −20 60 3, 4 

Cz 5 −10 70 6 

P3 40 −70 45 7, 40 

P4 45 −70 45 7, 40 

O1 −20 −100 10 18, 19 

O2 20 −100 5 18, 19 
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here N represents the total number of epochs, φi and φ j repre- 

ent the phase of a signal for electrodes i and j, respectively. The 

hase difference between the electrodes is given by φi − φ j . For 

he inter-brain analysis, the PLV value for each pair of electrodes 

 and j, with i belonging to one subject and j belonging to the 

ther, was computed. The value of the PLV measure varies from 

 to 1, with 1 indicating perfect synchronization or phase locking 

nd 0 indicating no synchronization or phase locking between the 

ignals. 

We adopted two methods of analysis in order to understand 

unctional connectivity between the two interacting brains: (1) via 

he number of active connections between the two brains and 

2) via inter-hemispheric inter-brain synchrony analysis. The first 

ethod investigates the change in all possible inter-brain con- 

ections between the pre- and post-training states. The second 

ethod investigates inter-brain synchrony by grouping only the 

nter-hemispheric connections between the two interacting brains. 

dditionally, this method maps the sensors to the nearest Brod- 

ann area to explore the neurophysiological implications as well. 

oth these methods used PLV to assess connectivity. Details of 

hese two methods are explained in the Sections 4.4 and 4.5 . 

.3. Brain activation analysis using EEG source localization 

Source localization of the EEG data was achieved using 

LORETA (exact Low Resolution Electromagnetic Tomography), im- 

lemented within the LORETA-key software 6 package [59] . LORETA 

onverts the electrode-level potential distribution into three- 

imensional intra-cortical localized brain activity. The solution 

pace of eLORETA spans the cortical gray matter, sampled over 

 spatial resolution of 5 mm, resulting in a total of 6239 voxels 

or which the current density is calculated. The electrode coordi- 

ates and head model for eLORETA are based on the MNI152 brain 

ap [60] . These voxels conform to specific Broadmann Areas (BA) 

 Fig. 8 ) according to the MNI152 brain map. 

An extended 10/10 electrode system template was employed to 

elect 16 channels used in the study to estimate the 3D MNI co- 

rdinates ( Table 1 ), although data was collected using the 10/20 

lectrode system. Same positions were selected from the extended 

0/10 system which also covers the 10/20 electrodes. These coor- 

inates were used to compute the eLORETA transformation ma- 
6 http://www.uzh.ch/keyinst/loreta.htm . 

l  

s

l

67 
rix that provides an authentic inverse solution with exact zero- 

rror localization. For each subject, 5 s epoch averaged, cross- 

pectral matrices were computed for the delta (0.5 3.5 Hz), theta 

4 7.5 Hz), alpha (8 11.5 Hz), beta (12 29.5 Hz), and gamma (30 

0 Hz) bands. Next, the cross-spectral subject data was trans- 

ormed into eLORETA files using the eLORETA transformation ma- 

rix. These computed eLORETA images depict the intra-cortical ac- 

ivity generators over the 6239 voxels with a spatial resolution of 

 mm. The notation BA- x / y was followed in this work which col-

ectively represents adjacent Broadmann areas that majorly share 

imilar cortical functions. 

.3.1. Results of EEG source localization 

For comparing the difference in activation i.e. the current den- 

ity distribution between pre- and post-training states, a non- 

arametric statistical analysis was performed for each of the five 

requency bands. This analysis was implemented using the statis- 

ical non-parametric mapping (SnPM) of LORETA software. SnPM 

as performed over the previously obtained eLORETA images for 

ach voxel, epoch, and frequency band. 

This method uses a voxel-wise permutation test with 50 0 0 per- 

utations for this study and employs the logarithm of F-ratio as 

he test statistic. The permutation testing incorporated in SnPM 

as fewer and weaker assumptions compared to other paramet- 

ic tests, corrects itself for multiple comparisons and has the high- 

st possible statistical power [62] . Results of source localization 

n RW scenario indicate theta band activity in BA-31 and gamma 

and activity in BA-31/7 to be significantly higher (non-parametric 

ermutation testing, p = 0 . 074 ) in pre-training compared to post- 

raining. During the VR-FtF condition, we observed delta band ac- 

ivity in BA-18/19 to be significantly higher (p = 0 . 074) in pre- 

raining compared to post-training. However, in the case of the 

R-FPP scenario, we observed significantly higher delta band ac- 

ivity in BA-8/9 (p = 0 . 036) in the post-training session compared 

o pre-training. The cortical locations of the BA’s are depicted in 

ig. 8 . The maximal current density is depicted in Fig. 9 . Note

hat results obtained with slightly higher threshold of significance 

0 . 05 < p < 0 . 08) have also been reported because these results

re almost at the margin. 

These results indicate significantly greater neural engagement 

n the pre-training session compared to the post-training session. 

his could be because a human brain would try to draw larger 

mount of neural resources in the pre-training session in order to 

earn and adapt to a task that is relatively new to it. In the RW

cenario, higher activation was observed in (1) BA-31 region that is 

inked to joint attention and top-down control of visual attention 

http://www.uzh.ch/keyinst/loreta.htm
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Fig. 9. eLORETA source localization. Images of horizontal (left), sagittal (middle), and coronal (right) sections obtained using eLORETA are displayed. These images depict 

the difference in current source density between the pre-training and post-training sessions. Only the statistically significant results are shown: (a) RW scenario theta band 

(b) RW scenario gamma band (c) VR-FtF delta band (d) VR-FPP delta band. The spatial extent of the voxels with significant difference in current density are represented by 

colored areas. The color in these images denotes the log F-ratio values, which is used as the test statistic. Yellow color indicates higher pre-training activation and blue color 

indicates higher post-training activation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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nd (2) BA-7 region that is linked to neuron function and visuo- 

otor attention. This increase in neural activity in the pre-training 

essions and the task-related BAs supports the argument that a 

reater amount of neural resource is required when a new activity 

s being learned. Similarly, higher activation during the pre-training 

ession in BAs 18/19 (tracking visual motor patterns) for the VR-FtF 

ondition corroborate the hypothesis of a greater amount of neural 

esources being devoted to learning a new activity. This suggests 

hat the VR simulation of a task performed in the real-world is 

ble to elicit similar cognitive responses in the brain. 

In VR-FPP scenario, higher activation was observed (1) in the 

re-frontal cortex BA9 that is thought to be the seat of emotion, 

mpathy etc. and executive functions like focus, effort, action etc. 

nd (2) in the BA8 region that is responsible for frontal eye field. 

t appears that the brain takes a longer time to accustom to the 

ack of a person in front during the pre-training session. A signif- 

cant amount of resources appear to be deployed in the pre-post 

raining sessions towards focusing and imitating the action(s) that 

re visible to the participants. Further exploration is required to 

e carried out in VR-FPP scenario to understand the functioning of 

uman brain. It must be noted here that we have only studied acti- 

ation of brain regions in this section. How these activated regions 

re related to inter-brain synchrony is explained in the following 

ub-sections. 

.4. Analyzing inter-brain synchrony via the number of active 

onnections in pre- versus post-training sessions 

In this subsection, we investigate the number of inter-brain 

onnections active in the pre- versus post-training Sessions. Each 

lectrode was paired for comparison with every electrode between 

he two brains providing a total of 3072 connections (256 connec- 

ions/pair ( = (16 electrodes/participant) 2 ) × 12 participant pairs). 

irstly, for each pair of connection (256 connections/pair), we cal- 

ulated the PLV score (designated as the ‘real’ PLV for the purpose 

f the analysis) using Eq. (1) . A second set of PLV scores, desig-

ated as the ‘random PLV’, was also calculated for which the epoch 

f the recorded data was randomised prior to calculating the PLV. 

he shuffling was performed 200 times that provided 200 random- 

zed PLV scores for each pair of electrode connections. 

The real PLV score was then compared against the PLV score 

btained from the 200 randomized iterations. This calculation was 

imilar to the one detailed by Yun et al. in their study [11] . For

xample, say, PLV between FP1 of participant 1 and FP1 of par- 

icipant 2 is 0.2. In order to determine whether this PLV score is 

tatistically significant (and hence, there is a connection between 

hese regions), the epoch of EEG data of the pair was randomized 

nd PLV score was again calculated. Such randomization was con- 

ucted 200 times, providing 200 PLV scores. The real PLV score of 

.2 was then compared with the distribution of 200 random PLV 

cores via the p -value threshold of 0.05. If p < 0 . 05 , the real PLV

as considered significant and it was counted as one connection. 

therwise, the connection was disregarded. This method of statis- 

ical testing was carried out for all possible electrode connections 

n both pre- and post-training sessions. To test the statistical dif- 

erence in the number of electrode connections obtained between 

he pre- and post-training sessions, chi-squared analysis was car- 

ied out as was done by Yun et al. [11] . 

.4.1. RW scenario 

In the RW scenario, our analysis demonstrated results similar 

o those of the previous study [11] that showed an increase in the 

umber of brain connections in the beta and theta bands. For the 

eta band, the number of inter-brain connections significantly in- 

reased in the post-training session (210) in comparison to the pre- 

raining (169) session, ( X 

2 (1, N = 3072) = 4.7, p = 0.02). In the case
69 
f theta band, the number of connections rose significantly from 

60 connections (pre-training) to 209 connections (post-training), 

 X 

2 (1, N = 3072) = 6.9, p = 0.008). 

A further look at the connections revealed that the statistical 

ifference observed in the number of connections between the 

wo brains occurs primarily at certain PLV scores. In case of the 

eta band, the score was 0.2, while in the theta band, statistically 

ignificant difference between the number of pre and post-training 

onnections was observed at the PLV score of 0.4. For a PLV score 

f 0.2 in the beta band, the connections in post-training session 

196) were higher than the ones in the pre-training (156), X 

2 (1, 

 = 3072) = 4.82, p = 0.02). The rest of the connections were 

bserved for a PLV score of 0.1. The number of connections for 

his PLV score of 0.1 in the post-training sessions (14) did not 

iffer significantly in comparison to the number of connections in 

he pre-training session (13), ( X 

2 (1, N = 3072) = 0.81, p > 0 . 05 ).

or a PLV score of 0.4 in the theta band, the post-training con- 

ections (57) were significantly higher than the pre-training (23) 

onnections ( X 

2 (1, N = 3072) = 14.64, p < 0 . 001 ). The rest of the

onnections were observed at the PLV score of 0.3, where the 

ost-training session had 152 connections, while the pre-training 

ession had 137 connections. However, this difference was not 

tatistically significant, ( X 

2 (1, N = 3072) = 0.81, p > 0 . 05 ). 

In addition to the band-wise analysis performed on the data to 

btain the statistical significance between the number of connec- 

ions in the pre- and post-training sessions, we have also obtained 

ead plots which represent more frequent significant inter-brain 

ynchrony between similar areas of the brain in different pairs 

f participants. So, more connections in these figures mean more 

airs had the same connectivity in those areas of the brain. These 

ead plots demonstrate that the frontal and parietal areas dis- 

lay higher levels of activation during the real-world experimental 

ession ( Fig. 10 ). 

.4.2. VR-FtF scenario 

Analysis of the EEG signals in the VR-FtF scenario demonstrates 

hat the alpha band showed a significantly higher number of con- 

ections in the post (197) versus pre-training(154) sessions, ( X 

2 (1, 

 = 3072) = 5.58, p = 0 . 01 ). The largest number of connections

ere observed at a PLV score of 0.3. A statically significant differ- 

nce between the number of connections during the pre-training 

ession (150) versus the post-training session (190) was observed 

 X 

2 (1, N = 3072) = 4.98, p = 0 . 02 ) at this PLV score. Rest of the

onnections were present at a PLV score of 0.4. No statistically 

ignificant difference between the connections in the post-training 

ession (7) versus the pre-training session (4) was observed at 0.4 

 X 

2 (1, N = 3072) = 0.81, p > 0 . 05 ) ( Fig. 11 ). 

.4.3. VR-FPP scenario 

Analysis of beta frequency band of EEG signals in the VR-FPP 

cenario demonstrated a significantly higher number of connec- 

ions in the post- (196) versus pre-training sessions (141) ( X 

2 (1, 

 = 3072) = 9.49, p = 0 . 002 ). Furthermore, a majority of those

onnections were observed at a PLV score of 0.2. The number of 

ost-training session connections (177) at 0.2 were significantly 

igher than those in the pre-training session (127) ( X 

2 (1, N = 

072) = 8.65, p = 0 . 003 ). The rest of the connections were con-

entrated at a PLV score of 0.1. Although the number of connec- 

ions in post-training session (19) was higher than in pre-training 

ession (14), no statistically significant difference was observed at 

.1 ( X 

2 (1, N = 3072) = 0.76, p > 0 . 05 ) ( Fig. 12 ). Table 2 shows the

requency bands across all conditions with their respective pre and 

ost training connections. Connections that do not display a statis- 

ically significant difference between pre and post training condi- 

ions have been listed as well. 
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Fig. 10. Inter-brain synchronization based on the number of electrode connections 

in RW scenario, before and after training. 
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Fig. 11. Inter-brain synchronization based on the number of electrode connections 

in VR-FtF scenario, before and after training. 

Table 2 

The number of inter-brain connections observed in the pre-training and post- 

training phase. Connections shown here only cover the frequency bands for which 

statistically significant differences were observed between the pre and post-training 

phases across all three experimental conditions. 

RW 

Frequency Pre-training Post-training Chi-square p -value 

Alpha 173 191 0.9 0.3 

Beta 169 210 4.7 0.02 

Delta 133 160 2.6 0.1 

Theta 160 209 6.9 0.008 

VR-FtF 

Frequency Pre-training Post-training Chi-square p -value 

Alpha 154 197 5.58 0.01 

Beta 179 165 0.6 0.43 

Delta 151 155 0.05 0.81 

VR-FPP 

Frequency Pre-training Post-training Chi-square p -value 

Alpha 154 186 3.1 0.07 

Beta 141 196 9.49 0.002 

Delta 137 160 1.8 0.17 

t

s

d

F

0

i
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t

d

.5. Inter-hemispheric inter-brain synchrony analysis 

In this subsection, we present the analysis of inter-hemispheric 

nter-brain synchrony. The analysis was carried out for seven pairs 

f electrodes (one electrode from each subject of the paired par- 

icipants), namely FP1-FP2, F7-F8, F3-F4, T8-T7, C4-C3, P3-P4, and 

1-O2. The Fz and Cz electrodes were not considered for this anal- 

sis because the study focused on left and right inter-hemispheric 

LV pairs, to analyze the inter-brain synchronization between the 
70 
wo subjects in a pair during the experiment. Further, to under- 

tand the role of cortical regions in inter-brain synchronization, we 

etermined the nearest BAs associated with the scalp electrodes. 

or this, we mapped the electrodes to the single nearest voxel at 

 mm spatial resolution (i.e., area just below the scalp electrodes) 

n eLORETA. This resulted in each Region of Interest (ROI) consist- 

ng of a single voxel (with a corresponding BA), which was closest 

o the seed (scalp electrodes). Table 1 depicts the 16 cortical ROIs 

etermined by eLORETA. 
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Fig. 12. Inter-brain synchronization based on the number of electrode connections 

in VR-FPP scenario, before and after training. 

Table 3 

Band-wise inter-brain functional connectivity analysis for the RW scenario. 

Real-world condition ( p < 0.05) 

Theta Alpha Beta Gamma 

BAs p -value BAs p -value BAs p -value BAs p -value 

45, 47 0.032 45, 47 0.032 10, 11 0.032 21, 22 0.0113 

9, 46 0.0113 9, 46 0.0033 9, 46 0.0033 18, 19 0.0113 

3, 4 0.0113 21, 22 0.032 21, 22 0.032 – –

– – 3, 4 0.0113 3, 4 0.0113 – –

– – 7, 40 0.032 7, 40 0.032 – –
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.5.1. RW scenario 

In the RW scenario, the functional connectivity analysis sug- 

ested an overall significant inter-brain synchrony in post-training 

ession as compared to pre-training session in theta band with 

hree significantly activated BAs (45/47, 9/46, 3/4), alpha band with 

ve significantly acti vated BAs (45/47, 9/46, 21/22, 3/4, 7/40), beta 

and with five significantly activated BAs (10/11, 9/46, 21/22, 3/4, 

/40) and gamma band with two (21/22, 18/19) significantly ac- 

ivated BAs. These findings suggest an observation, labeled as O 1 , 

hat the cooperative training exercise between the participants in 

 pair, increased the inter-brain synchrony between the partici- 

ants. The significantly activated BAs in the post-training session 

nd their corresponding p -values for the RW condition are shown 

n Table 3 . 

In the RW scenario, increased inter-brain synchrony was mainly 

bserved in BA-9/46 i.e. dorsolateral prefrontal cortex (DLPFC), 

A3/4 i.e. postcentral gyrus (PoCG) and primary motor cortex 

PMC) and BA 21/22 i.e. middle temporal gyrus (MTG). BA-45/47 

.e. inferior frontal gyrus (IFG) and BA-7/40 i.e. somatosensory 

ssociation cortex (SAC) also depicted some increased inter-brain 

ynchrony. Increased synchrony in IFG, PoCG, and MTG after the 

raining session is consistent with other hyperscanning literature 

11] . However, our findings also demonstrate that increased syn- 
71 
hrony is evident in the DLPFC and PMC regions as well. According 

o functional neuroimaging studies, DLPFC (linked to BA9/46) is 

ajorly responsible for motor planning, organization, and regu- 

ation [63] , while PMC (linked to BA-4) is responsible for finger 

roprioception and hand/finger movement [64] . Thus, increased 

ynchrony in these cortical regions remains consistent with the 

arlier stated observation O 1 . Additionally, in frequency band-level 

nalysis, we specifically observed higher inter-brain synchrony in 

lpha and beta bands, with approximately 70% of the ROIs having 

ignificantly higher synchronization in post-training sessions. 

Many research studies have suggested that strong inter-brain al- 

ha band and beta band session synchronization is known to play 

 central role in human brain activity coordination while executing 

oherent action, cognition and perception [65–68] . Interestingly in 

he alpha band specifically, we observed significant synchronized 

nter-brain activation of BA-45 (inferior frontal gyrus), BA-21 (mid- 

le temporal gyrus) and BA-3/4 (postcentral gyrus/premotor cor- 

ex). Research studies have suggested that BA-3/4/21 participate in 

nger proprioception and learning motor sequences, while BA-45 

s known to be the hub for mirror neuron system of the brain. 

rom this, we develop an insight that synchronized activation of 

hese cortical regions is an indication of mirror neuron system ac- 

ivation between the two participants while performing the task. 

wing to the activation of such cooperative systems of social cog- 

ition and empathy [67] after the training task, the inter-brain cor- 

ical regions became synchronized. These findings suggest that the 

ooperative training exercise between the participants in a pair in- 

reased the inter-brain synchrony between the participants ( O 1 ). 

.5.2. VR-FtF and VR-FPP scenarios 

In VR-FtF and VR-FPP scenarios, we did not observe any sta- 

istically significant difference between the inter-brain synchrony 

uring pre-training and post-training sessions at p < 0 . 05 signifi- 

ance level. However, we observed some significant differences in 

he pre- and post-training sessions in the VR-FtF condition at a 

lightly higher p -value or lower significance level ( p = 0 . 076 ). We

bserved that the inter-brain synchrony was significantly higher in 

he post-training as compared to pre-training sessions in the delta, 

lpha and beta bands with one significantly activated BA as well 

s in gamma band with three significantly activated BAs. The sig- 

ificantly activated BAs in the post-training session are depicted 

n Table 4 . 

In the VR-FtF scenario ( p = 0 . 076 ) we observed increased inter-

rain synchrony in the post-training session primarily in the DLPFC 

BA 10/11) and IFG (BA 45/47) cortical regions. Based on the cogni- 

ive functions associated with these areas, increased synchrony in 

hese areas corroborate the observation O 1 , made in the RW sce- 

ario. It is important to note that we observe a significant increase 

n inter-brain connectivity in only about a 30% ROIs in the post- 

raining session collectively in all the bands. Some reasons and 

ossible explanations for this drop in the two environments are 

iscussed in the following section. 

. Discussion 

A comparative study between the same activities and their ef- 

ects on inter-personal neural coupling in two different environ- 

ents, real and virtual, was conducted. The results from this study 

ave demonstrated that inter-brain synchrony is observed for the 

ame activity in both the real and virtual environments. It must 

e re-emphasised that the inter-brain synchrony reported in this 

tudy in both these environments was between pairs that did 

ot know each other i.e. every participant was paired with a dif- 

erent person for the real-world and VR portions of the study. 

hile these results are encouraging, they must be evaluated in the 

ontext of the research questions stated in Section 2.4 . 
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Table 4 

Band-wise inter-brain functional connectivity analysis for the VR-FtF scenario. 

VR-FtF condition ( p < 0.10) 

Delta Alpha Beta Gamma 

BAs p -value BAs p -value BAs p -value BAs p -value 

10, 11 0.0758 45, 47 0.0758 10, 11 0.0758 10, 11 0.0758 

– – – – – – 45, 47 0.0758 

– – – – – – 9, 46 0.032 
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Our first research question has broached the most basic aspect 

f the relatively nascent research area of hyperscanning: can the 

esults from an existing hyperscanning study be replicated using 

he methodology and equipment that approximate the ones used 

n the reference study. As we have mentioned in Section 3 , we 

hose to replicate the study detailed by Yun et al. [11] . Overall, our

esults demonstrated that inter-brain synchrony was observed in 

he replication of Yun et al.’s study. A closer analysis of the re- 

ults demonstrated that the results of our study closely aligned 

ith those reported by Yun et al. This is evidenced by the fact 

hat we observed a significant difference in the inter-brain con- 

ections between the pre and post-training sessions in the beta 

nd theta bands; something that was also reported by Yun et al. 

hese results have helped established that it is possible to ob- 

ain similar results and thereby validate the methodology utilised 

y previous studies. This is of course premised on the fact that 

imilar experimental conditions, and to a lesser extent equipment, 

re employed for a given study. It is also important to note that 

he analysis detailed in the previous section ensures that we have 

ot detected any spurious connections, or that the inter-brain syn- 

hrony is not simply a function of the task and its effect on the the

rains. 

Keeping with our incremental approach to this topic, our next 

esearch question dealt with the subject of task replication in 

he VR environment. Given that we were able to demonstrate 

eal-world replication was possible successfully, we shifted our 

ocus to VR. The aim of this part of the study was to explore 

he the possibility of replicating the results from the face-to-face 

eal-world study in VR. The same finger pointing and tracking 

asks were performed in VR with the avatars of the participants 

acing each other. The VR environment that loosely resembled the 

ne in which they carried out the real-world portion of the exper- 

ment. Functional connectivity analysis demonstrated that there 

as significantly higher inter-brain synchrony in the post-training 

essions compared to the pre-training sessions in the delta, alpha, 

eta and gamma bands. However, a band level analysis determined 

hat this activity was mainly confined to the alpha and beta bands. 

hile the roles of these bands is not yet fully understood, there 

s some evidence that points to the role of the alpha band in 

ttention suppression [69] i.e. an increase in alpha activity in the 

reas of the brain required to attend a specific task while simul- 

aneously suppressing inputs from other modalities. Similarly, a 

lausible explanation of the activity seen in the other bands can 

e attributed to evidence that demonstrates their role to accurate 

pper limb movement [70] . It is also interesting to note that some 

f the activity reported in this study was centered around BA47; 

n area that deals with emotion regulation. This in our opinion 

ould potentially be an indication that the two participants were 

n some manner “emotionally coupled” or at least empathetic 

owards each other. Indeed, the hand tracking results from Yun et 

l.’s study [11] support this as a plausible explanation; given that 

hey demonstrated that the leader in their experiment attempted 

o regulate hand movement in a manner which would allow the 

ollower to easily keep up. While these results are encouraging, it 
ust be remembered that the differences seen in the inter-brain T

72 
ynchrony between the pre and post-training sessions were ob- 

erved only in 30% of the ROIs. One of the reasons for this could 

e the novelty of using VR. Most participants who took part in 

he study did not have any experience using a VR headset. This 

ay have resulted in some amount of disorientation, and a lack of 

ody ownership in the VE. 

Our final research question sought to study the effects of pro- 

iding a first person perspective to the two participants in VR. VR 

s unique in that it is possible to easily change visual perspective. 

his part of the study sought to explore how inter-brain synchrony 

ould be affected when each participant viewed the environment 

rom their partner’s visual perspective. It is interesting to note that 

he most active ROIs in this part of the study were seen in the BAs

ssociated with executive functions and emotion regulation. From 

hese initial results it appears that there is value in providing 

omeone with a first person visual perspective. However, the 

urprising element during a band level analysis is the presence of 

elta band activity in addition to the alpha and beta bands. The 

ncreased activity in the alpha and beta bands is likely due the 

easons listed earlier i.e. attention suppression and upper limb 

o-ordination. It is possible that delta band activity indicates the 

resence of an adaptive neural process that allows the monitoring 

nd processing errors [71] . This in turn helps update the state of 

ensorimotor networks that help drive limb movement. 

Overall, the results from the two environmental conditions 

learly demonstrate that inter-brain synchrony can be achieved in 

he real-world and VR. It is particularly exciting that we have been 

ble to demonstrate that inter-brain synchrony in VR is quite sim- 

lar to the real-world. These results provide preliminary evidence, 

ia neurological data, that collaborative VR environments have the 

ame effect on human-human collaboration as seen in the real- 

orld. Another important result has been the demonstration of 

nter-brain synchrony in the VR-FPP scenario. While this was seen 

t relatively lower levels, it demonstrates that there is significant 

alue in exploring this aspect of remote collaboration using the hy- 

erscanning technique. However, it must be mentioned that there 

ould be some effects of not counterbalancing the experiment. 

ince all participants performed the real-world task first, it is ex- 

ected that they had already acquired a certain level of familiarity 

y the time they were asked to repeat the task in VR. Despite this, 

e believe that the novelty of using VR along with a change in 

he participant pairs between the real-world and VR conditions 

ay have been sufficient to negate any order effects that may 

ave arisen from failing to counterbalancing the conditions during 

he study. In the remainder of this section we will discuss how the 

ethods of analysis chosen for this study have helped us arrive 

t the results and list a alternate methods that future studies can 

mploy. We also look at the implications of some of the findings 

egarding the activation of specific cortical regions, and list future 

irections in which research in the area can be steered. 

Our methods of brain region activation analysis via source 

ocalization (with eLORETA) and inter-brain synchrony analysis 

sing PLV scores have demonstrated that it is possible for VR 

o elicit similar inter-brain synchrony as seen in the real world. 

his has also allowed us to validate our hypothesis that VR is 
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ble to effectively elicit similar inter-brain synchrony using a 

ommon metric i.e. PLV scores. An interesting result has also been 

he demonstration of increased number of inter-brain synchrony 

onnections in the VR-FPP condition in post versus pre-training 

essions using the PLV analysis shown in Section 4.4.3 . How- 

ver, the inter-hemispheric inter-brain connections depicted a 

ignificant difference in the level of synchrony in a statistical sense 

sing the second PLV analysis detailed in Section 4.5.2 only at a 

elaxed significance level. We see this as an opportunity to further 

nvestigate and develop new approaches to user study design 

nd analysis techniques that can be used to evaluate inter-brain 

ynchrony in the real-world and VEs. Future studies can use 

ther methods such as Partial Directed Coherence (PDC) [72] and 

ircular Correlation Coefficient (CCorr) [73] to evaluate inter-brain 

ynchrony. An overview of the other analysis techniques applied to 

yperscanning studies can be found in the work of Burgess [74] . 

PLV analysis revealed a larger number of inter-brain connec- 

ions in the post-training session compared to the pre-training one 

n RW scenario. Further, inter-hemispheric inter-brain PLV analy- 

is demonstrated significant differences between the pre and post- 

raining sessions for the VR-FtF scenario, although only when the 

ignificance level was dropped ( p < 0 . 10 ). This indicates that par-

icipants in our study found it marginally harder to assimilate and 

xecute the task required to demonstrate inter-brain synchrony. 

ne of the main reasons for this finding could be the design of the 

irtual environment (VE). The study used a simplistic approxima- 

ion of a room that was populated by the most basic elements that 

xist in the real-world environment such as couches, PCs, etc. Fur- 

her, generic, gender-neutral models sourced from freely available 

nline content were used as avatars to represent participants in a 

E. The combination of a familiar, yet simplistic environment, cou- 

led with an ill-defined representation of the participants is likely 

o have resulted in the lesser number of connections and lower 

evel of synchrony observed with the PLV analysis techniques for 

he VR conditions (VR-FtF and VR-FPP). 

From the perspective of the activated regions of the brain and 

he cognitive processes associated with these regions, our results 

uggest that IFG, PoCG, MTG, PMC, SAC, and DLPFC cortical regions 

how increased inter-brain synchrony and thus, can be considered 

s the neurophysiological substrates of inter-brain synchronization. 

hese results are not only consistent with the work of Yun et al. 

11] , but also augment their findings in identifying other cortical 

egions that play a part in inter-brain synchronization especially in 

he context of finger pointing and tracking tasks. The interaction 

etween DLPFC (frontal) and SAC (parietal) as a frontoparietal net- 

ork and PoCG (central) and SAC (parietal) as centroparietal net- 

orks, has been attributed in many neuroimaging studies for en- 

aging in social cognitive processes [75] , cognitive control [76] and 

nter-personal action synchronization [77] . These findings from 

euroimaging studies accentuate the participation of frontoparietal 

nd centroparietal networks in social synchronization tasks, and 

tand consistent with related hyperscanning studies as well [11,49] . 

A holistic view of the activated cortical regions and inter- 

emispheric inter-brain synchrony demonstrate an inverse rela- 

ionship while learning a new task, i.e., the greater the level of 

ctivation, the lower the inter-brain synchrony recorded. This is 

vident in the pre and post-training data analysis presented in 

ections 4.3 and 4.5 . While pre-training sessions demonstrated 

igher activation, post-training sessions demonstrated greater 

nter-brain synchrony. These results lead us to postulate that a sig- 

ificant investment of cognitive resources is required during the 

raining session in learning a new task. Once both participants 

ave learned the task and were able to perform in near uni- 

on, we observed an increased level of synchrony between the 

wo brains while demonstrating a significant reduction in acti- 
73 
ation. This trend was observed in both RW and VR scenarios 

except VR-FPP). 

This consistency in neural activation in different environment 

ypes is an encouraging sign. It points to the usefulness of VR as a 

edium to elicit inter-brain synchrony between two participants. 

rom an application standpoint, this can be deployed as a means 

o monitor and enhance remote collaboration interactions, partic- 

larly, in the field of remote training. For example, an individual 

elivering a training session remotely will have the ability to mon- 

tor the neural activity of a trainee or a group of trainees using 

he hyperscanning technique. In such a scenario, the trainer will 

e shown a real-time ‘classified’ output of the synchrony between 

is/her own brain and that of the trainee(s). This will allow the 

rainer to dynamically alter content to engage attention based on 

he brain synchrony measure. The main purpose of displaying the 

rain synchrony measure will be to provide the trainer with a ‘tar- 

et’, ideally perfect inter-brain synchrony, to aim at to ensure opti- 

um ‘flow’. Achieving a high level of inter-brain synchrony, and as 

 result, flow has been shown to increase the level of task perfor- 

ance [78] . 

While we have discussed the implications of the results from 

he perspective of neuroscience, it is important to assess them in 

he context of HCI as well. Unlike a BCI, the use of the EEG here is

ot to provide explicit instructions to a machine as is the case with 

raditional EEG-VR based applications seen in HCI. In this study, 

e have made use of EEG devices as means to monitor collabora- 

ion between two participants in a VE by monitoring neural activ- 

ty. We believe monitoring neural activity in collaborative environ- 

ents has the ability to significantly improve the quality of these 

ollaborations by: 

1. Assessing the similarity in neural activity between participants 

in a collaborative VE, and actively modifying the environment 

to promote ‘neural coherence’ between them. 

2. Conveying cognitive and/or emotional states of participants to 

each other to promote behavioural changes that induce or boost 

neural synchrony. 

It must be noted that these outcomes form the overarching goal 

f using hyperscanning to monitor neural activity in collaborative 

nvironments. It is also evident that for such a system to be im- 

lemented in the HCI domain, a two pronged approach must be 

pplied. The first one entails the use of the EEG as a monitoring 

evice; while the second one involves using the EEG device as a 

CI to monitor, classify and act on the neural activity of partici- 

ants in the collaborative VE. This study has presented the some 

f the first steps that we have taken in the direction of integrating 

he ability to monitor and classify inter-brain synchrony between 

articipants in a VE. 

Future studies should explore the use of avatars that closely 

esemble real participants, and also model VE to closely resemble 

he real-world setting. The use of different HMDs, while not a 

onscious choice, may have also affected the results. Particularly, 

he manner in which tracking of the controllers is implemented 

n both HMDs may have caused some discrepancies in the hand 

ovement and positioning within the VE. The controllers them- 

elves might have also played a role in the results. The use of 

and models with minimal articulation might have affected the 

articipants’ sense of ownership and embodiment of the hands. 

dditionally, controllers did not allow for a fine motor control, 

enerally afforded by fingers. Future studies will explore the use of 

ull hand tracking that is afforded by devices such as LeapMotion 

7 . 

ith respect to the analysis method, future investigation should 

ttempt various types of analysis such as PDC [72] and CCorr 
7 https://www.leapmotion.com/ . 

https://www.leapmotion.com/
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73] to evaluate inter-brain synchrony. Other limitations that could 

ave influenced the outcome of the study are: 

1. Virtual Environment (VE): The VE used for this study was rela- 

tively simplistic. As we have detailed in the Section 3 (Method), 

the VE was designed to look similar to the space that the par- 

ticipants entered, but lacked the detail present in the space. 

This could have influenced the way they perceived the environ- 

ment and as a results their interactions within it. 

2. Finger pointing/tracking tasks: The finger pointing/tracking 

tasks that were used for this study themselves have likely in- 

fluenced the inter-brain synchrony results to a great extent. Fu- 

ture studies will look at designing tasks that represent scenar- 

ios closer to plausible uses for remote collaboration technology 

that utilises immersive VEs. 

. Conclusion 

A hyperscanning study was conducted in real-world and VR en- 

ironments. We have successfully been able to replicate the find- 

ngs of an earlier real-world study in our experiment for the real- 

orld and VR environments. The results of this study raise some 

nteresting questions and possibilities regarding the use of VR to 

licit inter-brain synchrony. Equally interesting is the possibility 

o be able to empirically measure this synchrony using neuro- 

hysiological measurement tools. The results of our study support 

he hypothesis that VR can be used to elicit synchrony between 

wo brains. While we have shown this to be true in the VR-FtF 

ase, more work needs to be undertaken to ascertain if inter-brain 

ynchrony can be achieved in a VR-FPP like scenario in the future. 

he cortical regions identified in the study in addition to the cog- 

itive inferences drawn, specifically from the VR scenario should 

e read with caution as a relaxed significance level was considered 

or this scenario. 

However, we believe the studies detailed in this paper have 

ar reaching implications for the social neuroscience and Human–

omputer Interaction (HCI) communities. We have been, to the 

est of our knowledge, able to demonstrate for the first time that 

he phenomena of inter-brain synchrony can be replicated in a VE. 

his opens up the possibility of studying how multiple brains in- 

eract in a VE in real-time, and whether inter-brain synchrony on 

 larger scale can be achieved in a VE. In addition to a greater 

umber of participants, in the immediate future, we would like 

o explore how inter-brain synchrony is affected by implicit cues 

uch as eye gaze and facial expressions. These are integral facets of 

uman-human communication and have been shown to have a sig- 

ificant effect on the quality of communication and other factors 

ike presence and attention. Besides these avenues, future studies 

an also investigate how VEs can be tailored in order to speed up 

nter-brain synchrony. Additional methods for exploring novel ways 

o analyze the data and present an accurate picture of the neu- 

al activity of two or more interacting individuals must also be re- 

earched. 
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